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Problem 1

Let G be a locally finite undirected graph, V0 be a vertex, and let an be the
number of walks of length n in G from V0 to V0.

1. Suppose first that G is finite. Prove that (an)n≥0 is a moment sequence.

2. Prove that (an)n≥0 is a moment sequence when G is locally finite.

3. Deduce that
(
2n
n

)
, Catalan numbers, Motzkin numbers, and

(
2n
n

)2
are mo-

ment sequences.

Problem 2

Consider the Gaussian measure.

dµ(x)

dx
=

e−x2/2

√
2π

.

and recall that Hermite polynomials are defined by

Hn(x) = (−1)ne
x2

2
dn

dxn
e−

x2

2

1. Prove the two-term recurrence equation for the Hermite polynomials:

Hn+1(x) = xHn(x)− nHn−1(x), H0(x) = 1, H1(x) = x.

2. Prove that (Hn)n≥1 is the family of orthogonal polynomials associated the
Gaussian measure.

3. Compute the associated moments:

µn =

∫ ∞

−∞
x2n e

−x2/2

√
2π

dx.
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Problem 3

Suppose that x and y are freely independent.

1. Prove that : φ(xy) = φ(x)φ(y)

2. Compute φ(xyx2y).

Problem 4

Prove that if (Pn)n≥ are the orthogonal polynomials w.r.t to a linear functional
then :

Pn+1(x) = (x+Bn)Pn(x)− CnPn−1(x), n ≥ 1.

Problem 5

1. Prove the formula seen in the lecture: When decomposing into set parti-
tions :

A(x) = exp(I(x))

Where

A(x) =
∑ anx

n

n!
”all set partitions”

I(x) =
∑ inx

n

n!
”irreducibles”

2. Deduce that if an are the (classical) moments of a random variable than
in are the (classical) cumulants of the same random variable.

Problem 6

Consider the Hilbert space ℓ2 = ℓ2(N0) formed of complex sequences a =
(an)n≥0 satisfying

∑
n≥0 |an|2 < ∞, endowed with the inner product ⟨a, b⟩ =∑

n≥0 anbn. It is easy to check that the elements (en)n≥0,

en := (δ1,n, δ2,n, δ3,n, . . .) = (0, . . . , 0, 1, 0, . . .)

form an orthonormal basis of ℓ2.
Consider the operator R defined on the basis elements as follows:

Ren = en+1.

It is easy to check that R extends to a bounded operator on all of ℓ2. Fur-
thermore, it is easy to check that its adjoint R∗ is determined by Re0 = 0 and
R∗en = en−1 for n ≥ 1.

Consider the linear functional E : B(ℓ2) → C, given by E(S) = ⟨Se0, e0⟩. It
is easy to check that this is a positive linear functional.
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1. (If you’re familiar with Hilbert spaces, prove the aforementioned “easy to
check” assertions.

2. Let S = R+R∗. Compute the moments E(Sn). What is the law of S?

3. Connect this result to Problem 5 of Problem Set 1. What can you con-
clude?
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